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Abstract

The paper attempls to deseribe the reciprocal impact that adaptive control, learning theory, robotics,

and autormalion have had on each other in the past and the influence they ray have on each other
in the fuluvre.

1 Introduction

To the nontechnical person, robotics and automation conjure up visions of hum an-like performance
by machines, increased productivity,and improved quality of products. To the technically oriented
person they itnpl y electromechanical device techknologies, data acquisition through sophisticated
sensors, computation using powerful microprocessors, large memeories, aud software. To the auto-
matic control theorist they represent broad. and challenging g areas of application whose demands for
faster and accurate controllers are haviug a profound impact on the development of control theory
itself. These different views of robotics and automation are accurate in their respective con texts
and it is safe to say that advances in both of them will have a major impact on life in the future. In
this paper, we confine our attention to an assessment of t he mutual impact that adaptive con trel
and learning theor y, and robotics and automation have had on each other in the past, and attempt.
to predict possible influences they may have on each other in the future.

? Definitions and concepts

To establish a common framework within which questions that arise can be discussed, we briefly

consider in this section the definitions and concepts the four fields have given rise to. The underlying
principle in all four cases is control.

Control: By the control of a process we mean qualitatively the ability to direct, alter, or improve jts
behavior, anda controlsystern is one in which some physical quantities are maintained more ot less
around prescribed valnes (regulation) or time-varying {unctions (tracking). The most fundamental
concept in cent rol theory and its djstinctive hallmark is feedback. It underlies the whole technology
of automatic control. Besides feedback, the key concepts of control theory are sensitivity, dynamic.
stability, and opti reality.
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The performance of any control system, however complex it may be, is judged by its speed of
response and by its accuracy. Hence, what is needed in any control situation isa controller which
assures Stability and robustness of the control system, while being fast and accurate.

Adaptation: In control theory, adaptation is defined asthe process by which a system monitors its
own performan ce, when some aspect of the system iS cither unknown or changing With time, and

adjusts its control parameters to improve its performance.

Leatning: isa highly controversial term which means many things to different people. In engi-
neering, learning may be characterized as the gradual change in behavior pattern under a series of
exposures to the same situation. Different types of learning have been studied in the engincering,
literature. These include supervised learning (or learning with a teacher), reinforcement learning,
and unsupervised learning. in supervised learning, the “correct” answer is provided. by ateacher (in
the form of an error sign al). In reinforcement learning, the learning agent merely receives asignal
called the reward for the action that it chooses. In unsupervised learning even the reinforcement
signal iSnot present..

Robotics: The tetm originated from the Czech \WOrd “robota” and came into common use after
Karel Capek’s play “ Rossum’s Universal Robots” in1920. INn the years that followed, popular
imagination suggested diverse definit ions and tasks to be performed by robots of h U manoid appear-
ante. Research and development were directed towards synthetically creating biological behavior,
although most real-life robots are merel y electromech anical devices inthe form of mu] tijointed
Manipulators or mobile machines.

Av tomation: This term was fixrst used in 1936 by D .S. Harder to describe “automatic handling
of parts between progressive production processes. " Attempting to ruake the best possible use of
available resources including man, material, money, and machine, it is concerned with the linking of
machine tools with automatic. materials transfer and handling equipment to achieve self-regulation.

For the sake of convenien ce, in the remainder of this sectionas well asin the following sections,
we confine our discussion to only two of the four terms, i -€., adaptation and robotics. Even though
stated differently, learning paradigms ate closely related o adaptive control paradigms and hence
we USe a single term to denote both of them. Only in section 6 do we explicitly refer to learning as
distinct from adapt ation. Between the robots of academic research and automation existsa wide
spectrum of industrial robots which manifest to different degrees the properties of both. Hence,
once again, we use a single term, robot, generically y to denote the entire class of such systerns.

Both adaptation and robotics deal with coutrol problems under uncertainty. While control
theorists view robotics as specific applications of control theory, the perception of roboticists is quite
different. The latter view control theory in general (and adaptation and learning in particular) as
merely tools in their arsenal to achieve their objectives.

There is also an essential difference bet ween the research carried out in these areas. A daptive
control theory is methodology-driven, and the principal objective over the past twenty years has
been to obtain conditions for global stability (or convergence in the case of learning). While stabilit y
is undoubtedly an im portant requirement, one cannot help wondering whether this oh jective has

been pursued without an equal amonnt of time being expended on petformmance.

In contrast to the above, robotics, to alarge ext err t, is problem driven where the emphasis
is on achieving high levels of system performance through electromech anical design, sensin g, and
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computation rather than on theory. In fact, many of the important contribution sin robotice thus

far have resulted from good design involving sound control principles and common sense, rather
thanany sophisticated analysis.

Further, unlike adaptive control, there is no single set of problems which, when resolved, would
let the tield of robotics move forward. The inherent systera dynamics of a manipulator is distinctly
different from that of a hopping robot or a. small Mars rover. However, asthe operationa speeds of
these diflerent robots are increased and the specificatjons on their performance become stringent,
stability questions are hound to become paramount, making the kind of mathematical analysis
typica of control theory indispensable for good robot design.

Adaptive control theery has found wide application in many fields, where linearized equations
describe the behavior of the system sufficiently accurately. Surprisingly, even though highly nonlin-
easr, manipulators satisfy conditions required for applying the algorithms developed in the adaptive
literature. The reasons for this are described in section 3.

When many of the problems in robotics, whichare a present being investigated experimentally,
reach a. stage when mathematical analysis becomes essential, it is the belief of the authors that they
will be described by nonlinear differential equations with considerable amounts of uncertainty. In
such cases, adaptive control theory asit presently exists cannot be djrectly applied. In the second

halfl of the paper, a genera) methodology which has proved very successful in simulation studies is
proposed to address such problems.

Finaly, due to space limitations, a list of references is not included at the end of the paper.
However, names Of con tributors to important ideas are given throughout the paper to facilitate the
search by the interested reader for relevant published literature.

3 Adaptive Control and Robotics

a) Adapti ve Control: The adaptive control problem of linear time-iuvariant systems may be stated
as follows: A plant P is represented by a linear time-invariant eystem

:;’P = Ap:rip+br,'uy (1)
y = hZI,,

where uis the input, y is the output, and z, € R™ is the state of the plant. The elements of
hg, A, and b, are assumed, to be unknown. Using only input and output information and without,
using differentiators, the objective is to determine a cent rol function which stabilizes the overall
systemand results in an output y(t) which tracks the desired output y,,(?)aymptotically, i.e.,
my e |y(t) - vm (1) [ =0. The desired oulput y,, () is the output of a reference model with
transfer function W, (s), whose inputis any bounded piece-wise continuous function r(#).It took
several years to determine the conditions on the plant, as well as W, (s), which are sufficient to
determine a solution.

Because of space limitations, we present in this section only the highlights of the results obtained
in the past two decades, in the area of adaptive control.

(i) If e = #;,— 2z, and ¢ denotes the. parameter error, the evolution of e can be described by an
equation of the form é = f; (e, ). The objective is to determine an ‘{adaptive law” ¢ = fa(e,¢)
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where J2 is independent of ¢,so that the overall system is stable or asymptoticall y st able. A
Lyapunov funstion V(e, ¢) > 0 with V < Uis used for the purpose.

(ii) The first problem to begolved in the late 1960s was for the case when (1) is a scalar System.
The adaptive Jaw has the form ¢ = —ew where wis an accessible signal.

(iii) Shortly thereafter the problem where the system is of nth order was resolved, provided all
states of the plant are accessible. The adaptive laws contain products of knownsignals and linear
combinations of the elements of the error vectore.

(iv) Since 1% (¢, $) can never be negative definite, methods similar to LaSalle’s invariance principle
haveto be used to prove that the error tends to zero.

(v) Around this time the irnportance of persistency of excitation of the reference input for parameter
convergence was realized. Conditions for persistent excitation were derived.

(vi) In the early 1970s interest shifted to the case when all state variables of the plant are not
accessible, The stability of “adaptive observers’, which simult aneon d y estimate the state and
paramelers of the system in (1) from input-output data was derived in 1973.

(vii) Arcmnd 1978, the stability of the adaptive control problem was solved for the case when the
relat ive degree n* of the plant 1s one. The adaptive ]Jaws have the same simple form as in the earlier
cases .

(viii) In 1980, the same problem, for n“ > 1 was solved using an avgmented error in place of the
actual output, error.

(ix) Since simulation studies revealed that adaptive systems were not robust under perturbations,
a great part of the 1980s vras spent cm developing robust, methods,

(X) In the 1980s,the methods were extended to multivariable systems.

(x1) In the 1980s and early 1990s, the results were extended to nonlinear systems, lineat in param-
eters, when all state variables are accessible.

Work is carrently in progress in [ix), (X) and (xi) as well as in relaxing thecon ditions on the
con trolled process to permit stable adaptive control.

In summary, the research of the past two decades has provided conditions under which linear
and nonlinear d ynamical systems can be adaptively controlled in a stable. fashion. On the negative
side, the methods only apply lo systemsin which the unknown pa rarneters occur linearly. There is
very little control over the transient response, and adaptation iS practically successful only when
parainelers vary slowly over time.

(b) Adaptive Robot Control: Adaptive control theory has found most application in the control of
robot manipulators dueto certain characteristics inherent inits d ynamics. The dynamic behavior
of a manipulator is givenby the equation

M(8)§+cC(8,6)6 + G@E)= U )

where @ is avector of joint angles, M(#)istheinertia matrix, C(4, é) contains the coriolis 2nd
cent-rifugal terms, G(#)is the gravity vector, and U isa vector of input torques. Associated with



U are motor d ynamics, friction, backlash and saturation.

(i) Animportant property enjoyed by the system given in equation (2) is that the map from U to
@ is passive.

(ii) If p denotes a ¢ dimensional vector of parameters (masses, first and second momen s of the
Jlinks of the robot), equation (2) can he expressed as

Y(B, 9,9)7) = U (3)

where ¥ (8,6, 8) is a known matrix, if 8, 8,6 are all accessible. Since equation (3) is linear in p,
adaptive laws for estimating p can be readily generated , using well known methods in adaptive
control.

(iii) The most general resultin adaptive robot control involves a control law of the form U =
Yap - f(,,c " K€, with parameter update rules for g using Y, and linear terms in e, ¢, and tuning
laws for I;’p and /Xy involving linear terms in €, ¢, where Ya = Y (84, 64,84), and e = 6 — 0,.

This result has had significant impact On the control of robot manipulators,and iS applicable
toany robotics problem involving rigid. multiple bodies, However, the basic problem addressed
is a relatively sim ple one from the point of view of adaptive control theory (all state variables
accessible), and uses results that were available in the 1970s. Therefore, application of the full
arsen a of results developed in adaptive control can be expected to move the field of robot control
even further. ¥or example, adaptive control theory has developed a rich set of tools using estimates
of states, derjved from obscrvers. Recent work in robotics has st arted to apply such resulls where
only 8 is known, and @ is estim atcd U sing an Observer. At the same time practical problems that.
arise in robotics due to backlash and saturation of the control input have motivated adaptive control
theorists to investigate their effects on the stability and robustness of adaptive systems.

4 Robotics in Complex Environments

In 1be preceeding section we described how results from adaptive control theory have found direct
application in robot manipulator control. However, as mentioned earlier, many of the truly inter-
esting advances in robotics have been conceptual in nature and. h ave been in the area of practical
design rather tb an theory. The method suggested by Brooks, Miller, etc., that uses combinations of
simple control st rategies to achieve scemingl y intelligent behavior, the design concepts of Whitney
and Raibert to stabilize the system by proper inters.ctiorl of mechanical components with the active
parts of the system, the ideas of Hogan (Salisbury and Mason) based on impedance (stiffness and
compliance) m atching bet ween robot and environment, the hopping robots of Raibert, the juggling
robots of Kodjtschek, the brachiating robots of Fukud aand the devil sticking robots of Atkeson
which exemplify int ermittent control, arcsome of the tr uly ingenious examples in the field. These,
and efforts by others to expand their scope, are const antly throwing challenges to the control the-
orist to suggest improved methods of control. As time progresses the same robots will be called
upon to operate under increasingly stringent conditions. The equations that describe the dynamics
of the overall system are already nonlinear, and quite often all stale variables of the system are not
accessible, In some situations sensor data is not available at a central location and in others control
has to be based on patterns of data rather than the data itself. In addition to the above, there
are also multiple goals, difficult to quantify constraints, and multiple time-scales to contend with.
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All these, particularly when substantial amounts of infer mation essential for mathematical study
are nol available, will thrust upon us questions of adaptive and learning control which cannot be
answered. using existing theory.

The difficulties enumerated shove can be broadly classified under three headings: (i) compu-
tation a complexity, (ii) uncertainty aund (iii) nonlinearity. Swccessful autonomous operation in
such complex situations will require a carefully designed interconnection of diverse information
processing capabilities to achieve fast, accurate, stable and robust performance.

5 Neural Networks

The term neural network has comne to mean any architecture that has massivley parallel inter-
connection of simple “neural processors’. From. a system theoretic. point of view, artificial neural
net works are practicall y implementable convenient parametrizations of nonlinear m aps from onc
finite dimension al space to another. Their parallel distributed architect ure, their ability to approxi-
ate nonlinear maps arbitrarily closely, and the availability of aigorithms to train their parameters
using input-output data obtained while a system is in operation, make them ideally suited to cope
with all three types of difficulties mentioned in the previous section.

(2) Neural Networks for Nonlinear Control: During the past five years it has been systematically
demonstrated that the complex problems of nonlinear adaptive control canbe addressed. using
neural net works. This invelves a judicious combination of the results from nonlinear control the-
ory with the con ceptsand structures provided by linear adaptive control and the approximating
capabilities Of neural networks.

In the first stage of the above investigations it was established that exact input-output repre-
sentations Of finite dimensional nonlinear systems in the neighborhood of the equilibrium states of
the form (with y*(&)asthe desired output}

y(k + d) = LTk yk - 1)y gk -t 1),
(k4 d),u(k- 1), .., u(k~r + 1)] (4)

are possible under certain conditions. For such systems, controllers described by equations of the
form

u(k) = gly(k), y(k - 1), . . ,y(k - n+1),
y/*(k+d),?l(k—]),_..,’d(k—‘n-}-])) (5)

can also be shown to exist. If fand g in equations (4) and (5) are unknown, the problem is one
of nonlinear adaptive control. The first author and his colleagues have shown that f and g can
be approximated by neural networks Nyand N, using input-output data.Themethod has been
extended to multivariable systems, systems with external djsturbances,and has also been tested on
systems with time-varying parameters. In all cases, the responses of the nonlinear identifiers and
controllers were at least as good as those of linear cont rollers and in most cases surpassed them
significantly.

(b) Neural Control. for Rohotics: The effectiveness of neural networks for both pattern recognition
and for mimicking rule-based expert systems is currently well known. From the previous section it
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is alro clear that they arc unusnally effective for the identifi cation and control of complex nonlinear
systems in the presence of i ncertainty. In view of this VeT¢ atilit y, it is believed that neural networks
hold great prom ise as building blocks for the wide varict y of behaviors encountered in complex
robotic systems.

6 A New Methodology for Control

In this section we describe s new methodology for controlling complex dynamical systems which has
been developed at Yale in recent years. The objective of 1 he approach s to achieve faster and more
accurate control thancan be achieved using conventional adaptive control,even While assuring the
robustness of the system. The approach is based enthe use of multiple models, switching, and.
adaptation. The multiple models themselves are based om neural networks and are realized through
a process of learning. Tu this section we provide a brief introduction to the basic concepts involved.

(a) Multiple Models: The use of an identification mode for indirect adaptive control is well known.
When plant parameters vary abrupt] y asin the case of system faults, or sensor or actuator failures,
adaptation using a single model mey not be adequate. Tn fact, extensive simulation studies of
both linear andnonlinear systems have shown that with Jarge paramctiic errors, the response of
the system may be practically unacceptable. In such cases, what N {ornation is relevant, and how
it can produce the desited control action have to be determined rapidly and accurately, This is
achieved using multiple models. Assuming that N identification models Ii(i=1,2,..., N)are ysed
in parallel with the given plant the objective is to determine which among them is closest (according
to some criterion) to the plantat any given in stant an d to use a correspond ing controller Cito
con trol the plant.

(b) Neural Networks, and Multiple Models: As described earlier when the process to be cent.rolkxI
is nonlinear and/or cent ains substanti a amounts of un certaint y, neural networks are jdeally suited
for identification and control. In such a case nonlinea r identification models J; are chosen cor-
tesponding to region S; in the parameter space, where the plant ca It lie. Assumin g that at any
instanta fault occurs and the plaint s witches from Sito S; it is detected by the model 7; whose
error function is a minimum at that instant. Adaptation takes place within the set S, from the
mode] I;.

(c) Multiple Models and Leazning: The determination of the regions Sjand the location of the
models I; € S;, have to be based on the prior information concerning the process and has to
be carried out over long periods of time. As long as the number of specific types of situations
in which the system will be called upon toactis finite and can be learned asthe system is in,
operation, this approach can be very effective. The creation, modification,and pruning of models,
the acquisition of their sensitivity, y characteristics, and the determin at ion of the domains S;, raise
theoretical questions for which answers are not known at present. Work is proceeding in a)] these
areas under the direction of the first author.

7 Adaptation and Learning in Robetics and Automation

As described in section 4, the frontiers of robolics and automation are constantly expanding bringing
in their wake new problems in adaptation and learning. The methodology described in sections S
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and 6js applicable to large classesof such problems and the real intera ction bet ween adaptation
and robotics will be mainly in these settings. Even though wc arestill very m uch in the initial
etages, we list below a few of the areas where we believe that such interaction is imminent.

payloads and/or come in contact With envwonments WhICh have alarge range Of |nert|al stiffness
and damping coefficients, can be considered to operate in multiple environments. The met hod
described in section 6 are directly applicable to such systems. Work done by the first author and
his colleague (Ciliz and Narendra)has indicated the potential for significant improvement.

(b) Gait Control: It is now well known that biological systems perfotm locomotion using “gaits’
which are used to stabilize their bod y motijons. Hopping, cat thing, jugeling, and brat.hiating robots
may be considered t0 have their own characteristic gaits. As the terrains in which the systems
operate change, switching of gaits and tuning of the parameters of tle gait model mmay become
necessary, This fits very well with the multiple model paradigm.

(c)Rover Self-Localization: One of the most challenging problems ill n avigation is the accurate
estimation of the position of alightweight rover from its internal sensors. What is required in such
a case is a dynamic model that relates the input motor torques witht he position and heading of
the r-over. Since, such a model will invariably be nonlinear in the presence of significant t interactions
with the terrain, a neural network is ideal for its realization, Mult iple mnodels may be needed if the
rover is to operate in very different, terrain settings.

(cl) Vision and Control: The basic idea behind “visual servoing''is t0 kinem atica lly transform
the control problem to the camera space, and track reference trajectories prescribed in carmera
coordinate system. As such, this problem is similar to performing output control of a nonlinear
system. The methods prescribed in sections 5 and 6 would enable this problem to be restated using
on] y the inputs (joint torques) and outputs (robot motion in tamer a coordin ate s ystem ). Using
neural networks, the input-output model can be approximated sufficiently closely, and in the event
several cameras are used, m ultiple neural network models may be used for visual servoing.

(e) Intermittent Control: In juggling, hopping, brachiation, etc., cont rol signals are required along
certain degrees of freedom. only intro mjttently. In addition, the nature of control actions depends
strongly upon the constraints imposed by the bodies that are in flight. In the event. such robots
are required to operate in a wide range of environments, distinctly different constraints may arise
during operation depending upon the specifics of the problem. For example, constraints during free
juggling, as opposed to when the balls make contact with sorn e surfaces d u ring flight, rnay be very
different. Shouldthedesigner have knowledge of the various operating conditions, models could

be developed for each situation andused within the framework of multiple models, switching axd
tuning.

The above discussion merely provides a brief glim pse of the possible areas Where adaptation
and robotics may interact in the future. Many problems in multiple operator teleoperation, cellular
robotics, beb avior control, etc. can aso be acid. ressed using a similar approach.

In conclusion, the methodology proposed in this psper based onleazning, multiple models, and
ad aptation is deeply rooted in control theory and addresses important questions in the control
of complex systems. Since jts implementation admits a very traditional mathematical model, the
resulting dynamical system can be studied using analytical tools of systems theory. The authors



firmly believe that it is ideally suited to cope with many ‘of the problems that will arise in robotics
and automation inthe future,
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